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Abstract-Student academic failure prediction is still 

interesting topics in the Educational Data Mining. One of the 

challenges is how to predict student academic failure as early as 

possible. This research focuses on predictive modeling of 

unsuccessful students in the first year evaluation. We propose a 

new concept of predictive modeling of the first year evaluation 

which combines 3 input data: demographics, academic and social 

media. The modeling can be divided into two sub modeling 

(normal period and extra period). In this paper, we focus on 

demographic data modeling (first sub-modeling) which 

correlated with the probability of a student to pass the first year 

evaluation on normal period. A Weka tool is used to get a pattern 

of data by using white box classifier (decision tree and rule base). 

Meanwhile, to solve the problem of unbalanced in our training 

data, we use data balancing scenario using same portion 

oversampling, random oversampling and SMOTE. From the 

testing result, we choose the best three student failure pattern of 

the F-Measure minor class value which obtained from "One R" 
and "ADTree" algorithms using Balancing scenario, the reason is 

because F-Measure describes the smallest error rate both FP 

(False Positive) and also FN (False Negative). From the best three 

of student failure pattern, we found that gender, selection path, 

study program and age are the attributes that are most 

correlated with the probability to pass the first year evaluation 

on extra period. 
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I. INTRODUCTION 

Research topics in the field of Educational Data Mining 
(EDM) are still interesting to study. This is indicated by the 
nwnber of publications about EDM is increasing exponentially 
in the last year [1]. EDM aims to convert the raw data from the 
world of education to obtain patterns or information useful for 
stakeholders to develop the academic environment. 

Romero, et al categorized EDM into three domain areas of 
research environment [1]: 

l. Offline Education (traditional/face to face) 
2. E-Iearning and learning management system 

(Educational use of electronic media and learning 
management application) 

3. Intelligent tutoring system and Adaptive Educational 
Hypermedia System (Intelligence-based learning 
system) 

Of the three categories above, this research focuses on the 
domain area 1 (Offline Education) because most of the learning 
process at the Telkom University is done traditionally or by 
face to face. 

One of the challenges is how to predict academic failure as 
early as possible. Predictive modeling on the first year 
evaluation stage of the student is considered as the best way to 
predict such failure. That is because success of students in the 
first year evaluation describes their successful study in a 
campus. It is also confirmed in the study [2] [3], which states 
that the greatest risk of student dropping out is in the first year 
of study, and decreasing after that. Research [3] [4] also 
mentioned that the best way to avoid such failure is maximizes 
the handling of the first year students. 

We propose a new concept of predictive modeling first year 
evaluation which combines 3 input data: demographics, 
academic and social media. Section 2 provides the related topic 
about EDM and predicting modeling of dropout out first year. 
The main frame of the prediction modeling will be introduced 
in section 3. The focus of the discussion is modeling the part of 
that main frame which concern only on demographic data. That 
demographic data will be correlated with the probability of a 
student to pass the first year evaluation. 

II. RELATED TOPTC 

A. State a/The Art Educational Data Mining 

In a survey in the state of the art of EDM, Romero, et al [1], 
categorizes studies that have been done in into 11 tasks: 

TABLE 1 11 TASKS OF RESEARCH IN THE DOMAIN OF EDM 

No Data Mining Task 

I Analysis and Visualization of Data 

2 Providing Feedback for Supporting Instructors 

3 Recommendations for Students 

4 Predicting Student's Performance 

5 Student Modeling 
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No Data Mining Task 

6 Detecting Undesirable Student Behaviors 

7 Grouping Students 

8 Social Network Analysis 

9 Developing Concept Maps 

10 Constructing Courseware 

I I  Planning and Scheduling 

Of the 11 tasks above, our predictive modeling belong to 
the "Predicting Student's Performance" which aims to estimate 
the relationship of demographic variables that contributes to 
student academic performance. 

B. Prediction Modeling o/Drop Out First Year 

Table 2 discuss the results of the analysis of literature about 
the predictive modeling of students drop out in the first year 

TABLE 2 LITERATURE SURVEY OF DROP OUT PREDICTION MODELING 

Year 
Ref 

Data 
Paper 

Family background, previous academic achievements, 
2014 [5] entry examination score, score of the students at the end 

of the first semester 

2015 [61 
Reason for applying, student opinions about their 
studies, student academic performance 

2015 [41 
History of student, Student's involved in studies, 
Student's perception 
Student's academic performance in first semester, 

2016 [2] student social behavior, personal background and 
education background 

III. MODEL OVERVIEW 

A. The Main Modeling o/The Prediction 

Many universities apply academic evaluation to student at 
the end of their first year. At Telkom University, the evaluation 
is conducted as follows: 

1) For student who passes all credit (for courses in semester 
one and two) in 2 semesters, the evaluation is done at the end 
of semester 2. In this research such student called as normal 
student which can pass the evaluation in "normal period". We 
divided this "normal period" evaluation into 2 sub modeling: 

,/ First Sub Modeling was built at the beginning 
before the course 

,/ Second Sub Modeling was built at the beginning 
of second semester 

2) For student who can't passes all credit (for courses in 
semester one and two) in 2 semesters, the evaluation is done at 
the end of semester 4. In this research such student called as 
extra student which can pass the evaluation in "extra period". 
Student, who can't pass all credit in the end of fourth semester, 
will be classified as Drop Out student. We divided this "extra 
period" evaluation into 2 sub modeling: 

,/ Third Sub Modeling was built at the beginning of 
the third semester 

,/ Fourth Sub Modeling was built at the beginning of 
the fourth semester 

The result of each sub modeling was the student failure 
pattern in the form of decision tree and rule based such as 
Table 7, Figure 9 and Figure 10 and also prediction result of 
student failure in the form of table. 

Figure 1 clarifies the correlation about sub modeling, data 
input and objective for each sub modeling. We mark the 
picture in dotted line to show our focus on demographics data. 

"Normal Period" 
Prediction 

"EKt ra Penod" 
Prediction 

Figure I. Correlation Diagram 

Figure 2 illustrates that a modeling created in sequence of 
each semester. 

Figure 2. First year evaluation Main Model 

Figure 3. Main Framework of First Year Evaluation Predictive Model 



Based on the literature [7], student social media data will be 
processed into a multi-label student problems classification. 
Modeling social media posting such as twitter in Indonesian 
language domain have many challenges [8] such as informal 
language, ambiguity, out of vocabulary etc. 

B. Demographics Modeling (First Sub Modeling) 

The first sub modeling was built using demographic data 
which correlated with the probability of a student to pass the 
first year evaluation on normal period. 

Bl) Data Collection and Description 
Data were obtained from 3 batches of student school 
year (2013, 2014 and 2015) which contains 19.048 
data from seven faculties. There are 21 attribute used 
as inputs and 1 attribute is used as outputs for our 
modeling. 

TABLE 3 DATA DESCRIPTION 

Attribute name 
Attribute 

Example 
type 

Student Gender Nominal Male. Female 

Student Age Numeric 16, 17, 18, 19, . 

Student Religiom Nominal Islam, Kristen, ... 

Student Birthplace Province Nominal 0_11, 0_12, . 

Sudent Selection Path Nominal 0_1, 0_2, 0_3, . 

Student Province Nominal 0_11, 0_12, . . .  

Father Age Numeric 36, 39, 40, . . .  

Father Earning Ordinal <lJT, 1-3JT, . 

Father Birthplace Province Nominal 0_11, 0_12, . . .  

Father Group Occupation Nominal GOL_O, GOL_l, . 

F ather Education Ordinal SO, SMP, SMA, . 

Mother Age Numeric 33, 35, 36, . . .  

Mother Earning Ordinal <lJT, 1-3JT, . 

Mother Birthplace Province Nominal 0_11, 0_12, . . .  

Mother Group Occupation Nominal GOL_O, GOL_1, ... 

Mother Education Ordinal -, SO, SMP, SMA, ... 

Number of Older Sibling Numeric 0, 1, 2, 3, 4, 5, . 

Number of Younger Sibling Numeric 0, 1, 2, 3, 4, 5, . 

Studyprogram receive Numeric 1, 2, 3, 4, 5, . 

Studyprogram Offer Nominal Y, T 

Stduyprogram Nominal 0_11,0_12,0_13, . 

Output Label Nominal Probable, Not Probable 

For modeling purposes, we choose 13.720 clean data 
from 19.048 data (not containing "Null" in all 
attributes). 

B2) Derived class label 
We derived the output label for our first sub model 
with reference to the "Telkom University Education 

Handbook, 20 15". Output label formed by following 
two rules regarding the requirements to pass the fust 
year evaluation: 

./ Probable: End offust semester has GPA > = 2 
and the rest of the credits in second semester 
<= 24 credits. 

./ Not Probable: End of fust semester has GP A 
< 2 and the rest of the credits in second 
semester> 24 credits. 

B3) Imbalance problem on Data 
After the output label was derived, we found skewed 
class distribution phenomena. That's problem generally 
known as Imbalance data, which has characteristic of 
unequal distribution among its classes [9]. According 
to the literature [10] [11] [12] [13] [14], there are 2 
kinds of solutions in dealing with imbalance problems: 
1) data adaptation or 2) algorithm adaptation. To 
overcome our data imbalance problems, we choose 
oversampling as part of the data adaptation technique. 

TABLE 4 DATA DISTRIBUTION FROM Two CLASS OUTPUT LABEL 

Class Label Count of Data Percentage of Data 

Not Probable 1830 13.34% 

Probable 11890 86.66% 

B4) White box classifier 
Based on how the result can be interpreted, 
classification algorithm is divided into white box and 
black box classifier [15]. The difference between the 
white-box and black-box classifier is: white-box 
classifier doesn't allow student failure patterns to be 
viewed and understand by human, while the black-box 
classifier doesn't give a clear explanation about the 
student failure pattern. In this paper, the white-box 
classifier was chosen because we need to be able to 
identifY the student failure pattern. Table 5 gives a 
selected algorithm for each category of white-box 
classifier from Weka machine learning. 

TABLE 5. WHITE BOX CLASSIFIER WHICH USED IN OUR MODEL 

Category Classifier 

-J48 
Decision Tree -ADTree 

-Simple Cart 
-OneR 

Rule based -JRip 
-PART 

B5) Block Diagram of2 main scenarios 
Figure 4 shows our first block diagram model which 
contains 2 main scenarios: 1) build a white-box 
classifier on original data and 2) build a white-box 
classifier on balance data. Each scenario tested with 
Decision Tree and Rule Based algorithms. Evaluation 
is done by using iterations on 5X 10 Fold Cross 
Validation. The model with the highest F-Measure 
accuracy is selected as the best model. The student 



pattern which extracted from our best model will be 
selected as student failure suspect model. 

DataPreprocHs Modelling with Data Mining 
Figure 4. First Sub Model Block Diagram 

Based on [16], c4.5 algorithms give the best results of 
accuracy for 50:50 learning distribution of major and 
minor. To get that best proportion of training data, we 
choose oversampling method. Oversampling is 
increasing the amount of the smaller class to achieve a 
certain balance scale. For balancing process we use 
three scenarios: same portion oversampling, random 
oversampling and SMOTE [17]. In our terms, Same 
Portion Oversampling is increasing training data of 
minor class by copy each minor class data with the 
same ratio until achieve 50:50 scale of distribution. 
Meanwhile, Random Oversampling (ROS) is 
increasing training data of minor class by using 
randomly sampling with replacement [18] of each 
minor class data until achieve 50:50 scale of 
distribution. 

B6) Evaluation of model 
Overall accuracy cannot be used as a measure of 
evaluation models in Imbalance problems. In 
imbalance domain, accuracy is calculated separately 
for each class (both major classes (+), and minor 
classes (-)). Moreover, Napierala [11] emphasize that 

accuracy in the minor class is more important than 
major class. So to get accuracy of each class, the 
performance of classifiers can be presented ill a 
confusion matrix in two classes as in Table 6. 

TABLE 6 CONFUSION MATRIX FOR TWO-CLASS PROBLEM 

Actual 

(+) 

(-) 

(+) Predicted (-) Predicted 

TP 

FP 

TN 
RBcall (-

) 
=-­PP+TN 

FN 

TN 

Pr,eci s ion (-) = � 
TN+PN (_) = (1+p2 lJl,!?ca!! Jtr,sci3lll'll 

FM, easur ,e fJ2 Asca!!+Preci3ill'll 
Usually � = 1 [9], which means Recall and Precision 
have the same priority. 

IV. EXPERIMENT RESULTS AND DISCUSSION 

(1) 

(2) 

(3) 

In this section, we report and discuss the performances of 
the each scenario from section 3. We observe average (Figure 
5, 6) and maximum (Figure 7, 8) resulted from 5 X 10 fold 
cross validation for each scenario. 
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FIGURE 6. AVERAGE RESULT ON RULE BASED 

In "Decision Tree" tested result, the highest average value 
of Recall is 68.3%, Precision 20.71% and F-Measure 27.8%. 
The best three Recall and F-Measure average value are 
achieved by using ADTree algorithms for all balancing 
scenario. On the other hand, "Rule Based" tested result gets the 
highest average 80.21% for Recall, 26.01% for Precision and 
29.05% for F-Measure. OneR and JRip algorithms dominate 
the best achievement for average on "Rule Based" tested 
result. 
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FIGURE 7. MAXlMUM RESULT ON DECISION TREE 
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FIGURE 8. MAXIMUM RESULT ON RULE BASED 

In "Decision Tree" tested result, the highest maximum 
value of Recall is 89.61 %, Precision 30.09% and F -Measure 
33.61 %. The best three of Recall maximum best value are 
achieved by using AD Tree algorithm for all balancing 
scenarios. F-Measure maximum best value has been achieved 
by ADTree algorithms using Same Portion Oversampling and 
Random Oversampling scenario. 

In "Rule based" tested result, the highest maximum value 
of Recall is 100%, Precision 100% and F-Measure 34.68%. 
OneR and JRip algorithms dominate the best achievement for 
maximum Recall and F-Measure for all balancing scenario. 

Instead of using original data scenario, balancing scenarios 
can improve average value of Recall, Precision and F-Measure 
accuracy (27.93% for Recall, 0.3% for Precision and 12.26% 
for the F-Measure). From three scenarios of balancing, highest 
average Recall improvement is achieved by Same Portion 
Oversampling (34.13%), second by Random Oversampling 
(29.58%) and the last by SMOTE (20.09%). The highest 
average Precision improvement is achieved by SMOTE 
(0.99%) and second Random Oversampling (0.07%). 
Meanwhile highest average F-Measure improvement is 
achieved by Same Portion Oversampling (13.95%), second by 
Random Oversampling (12.49%) and the last SMOTE 
(10.33%). 

A. Best Student Failure Pattern 

Of the three minor class parameters: Recall, Precision and 
F-Measure, we choose F-Measure as the main measure to be 
achieved. That is because the value of the F-Measure, describe 
the harmonization value of Recall and Precision [19]. In 
accordance with a formula of F-Measure, we believe that the 
value of F-Measure best "minor class" have described the 
smallest error rate for harmonization 2 parameter value, both 
FP (False Positive) and FN (False Negative). 

Based on our experiment, best Recall value (100%) was 
obtained at fourth partition, where all data are predicted to "Not 
Probable" class. The opposite is for best Precision value 
(100%) obtained at third partition, where all data are predicted 
to "Probable" class. Therefore, Best Recall and Best Precision 

are not main measure to be achieved. That's why we choose 
the highest F-Measure. 

The best F-Measure maximum value (34.68%) is obtained 
from third partition using OneR algorithms at Same Portion 
Oversampling scenario (Recall 86.33% and Precision 21.7%). 

TABLE 7. STUDENT FAILURE PATTERN IN ONER ALGORlTMS 
FOR BEST F-MEASURE 

Gender Predicted 

Male Not Probable 

Female Probable 

Table 7 explains that male students have a lower probability to 
pass the evaluation of the first year on normal period than 
female students . 

Second best F-Measure (33.61 %) was achieved by ADTree 
algorithm using scenarios balancing Random Oversampling 
(Recall 54.1% and Precision 24.4%). The result of tree can be 
seen on Figure 9 below: 

Alternating decision tree (ADTree): 
: 0.04 

( I )gender = MALE: -0.163 

I (4)selectionpathid = 0_2: -0.405 

I (4)selectionpathid != 0_2: 0.011 
(l)gender � FEMALE: 0.386 
I (lO)stlldent age < 22.5: 0.03 
I (lO)student age >= 22.5: -1.251 
(2)studyprogramid = 0_46: -2.442 
(2)studyprogramid b 0_46: 0.007 
I (3)studyprogramid = 0_54: -0.911 

I I (8)student age < 18.5: -1.344 

I I (8)student age >= 18.5: 0.543 
I (3)studyprogramid != 0_54: 0.01 
I I (6)sclectionpathid = 0_7: -0.449 

I I (6)selectionpathid!= 0_7: 0.012 
I I I (7)studyprogramid = 0_61: -0.374 

I I I (7)studyprogramid != 0_61: 0.014 
(5)studyprogramid = 0_31: 0.284 
(S)studyprogramid!= 0_31: -0.014 
(9)stlldyprogramid = 0_44: 0.461 
(9)studyprogramid != 0_44: -0.011 

Leeend: -ve = Not Probable. +ve = Probable 

FIGURE 9. ADTREE DECISION RESULTS IN SECOND BEST F-MEASURE 

One example result of the student failure pattern (Figure 9) 
can be explained as follows: If a student has gender = Male and 
Selection Path = 0_2 than its predicted that he passes the 
evaluation of the first year in extra period. 

Third best F-Measure (33.44%) was achieved by ADTree 
algorithm using scenarios balancing Same Portion 
Oversampling (Recall 53.55% and Precision 24.31%). The 
result of tree can be seen on Figure 10 below: 



Alternating decision tree: (ADTree) 
: 0.04 

(I)gender = MALE: -0.165 

I (4)selectionpathid = 0_2: -0.411 

I (4)selectionpathid != 0_2: 0.011 
I (8)studyprogramid = 0_14: 0.459 
I (8)studyprogramid != 0_14: -0.027 
(I )gender = FEMALE: 0.391 
(2)studyprogramid = 0_46: -2.44 
(2)studyprogramid != 0_46: 0.007 
I (3)studyprogramid = 0_54: -0.931 

I I (5)student age < 18.5: -1.361 

I I (5)student age >= 18.5: 0.532 
I (3)studyprogramid != 0_54: 0.01 
I (6)selectionpathid = 0_7: -0.446 

I (6)selectionpathid '= 0_7: 0.018 
I I (7)studyprogramid = 0_31: 0.282 
I I (7)studyprogramid!= 0_31: -0.02 

I I (9)studyprogramid = 0_61: -0.329 

I I (9)studyprogramid '= 0_61: 0.021 
(I O)studyprogramid = 0_44: 0.402 
(10)studyprogramid != 0_44: -0.01 

1 ,f';pf':nn' -VI' = Not Proh::ehlp. +Vf': = Pmh�hlf': 

FIGURE 10. ADTREE DECISION RESULTS IN THIRD BEST F-MEASURE 

One example result of the student failure pattern (Figure 10) 
can be explained as follows: If a student has gender Male and 
(Selection Path = 0_2 or Study program != 0_14) than there 
are predict to pass the evaluation of the ftrst year in extra 
period. 

V. CONCLUSION AND FUTURE WORK 

Predictive modeling using demographic data as the ftrst sub 
modeling is an alternative solution to prevent Drop Out 
students as early as possible. When imbalance data problem is 
found (the number of Not Probable Data is less than Probable 
Data), oversampling with 3 scenarios (Same Portion 
Oversampling, Random Oversampling and SMOTE) are used. 
From the experimental results, it was found balancing data 
scenarios improve average accuracy in the amount of 27.93% 
for Recall, 0.3% for Precision and 12.26% for the F-Measure. 
Of the three balancing scenarios, Same Portion Oversampling 
is the best method to our data, because of the best achievement 
in increasing the average F-Measure (34.135%) and Recall 
value (13.95%). Among six classifters, OneR and ADTree give 
the F-Measure and Recall best value using a data balancing 
scenario. From the best three of student failure pattern, we 
found that gender, selection path, study program and age are 
the attributes that are most correlated with the probability to 
pass the ftrst year evaluation on extra period. 

Student academic and social media modeling will be 
explored in our future work. Modeling student academic data 
will be focus on modeling student failure by academic 
activities student data such as student presence, exam score, 
etc. Modeling social media data will be focus on how to 
formalize the social media language and extract multi label 
student problem in Indonesian language domain. These two 

models can be combine into one comprehensive model to give 
better performance in predicting student failure possibility. 
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