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Abstract—Randshuff (Random Shuffle Oversampling 

Techniques for Qualitative Data) is one of an oversampling 

algorithm which appropriate for nominal attributes. 

Randshuff uses IVDM (Interpolated Value Difference Metric) 

distance calculation and crossover with random shuffle 

technique. Although Randshuff can overcome the problems on 

minority data, but the problems on majority data are ignored. 

The problem arises where majority data contain distribution 

complexity problems such as small disjuncts, overlap and 

noise. There are two kinds of undersampling concepts: 

informed undersampling and simple random undersampling.  

Tomeks links, Edited Nearest neighbors (ENN) and Near Miss 

are informed undersampling state of the art methods. 

Meanwhile, Random Undersampling (RUS) is simple random 

undersampling method. So, evaluations of both undersampling 

concepts on Randshuff are needed to be conducted. The 

experiments were evaluated on five public datasets. The results 

show that RUS as simple random undersampling and Near 

Miss as informed under sampling improve recall, f-measure 

and g-mean performance on Randshuff algorithm. 

Keywords—randshuff, tomeks, edited nearst neighbors, 

random undersampling, near miss 

I. INTRODUCTION 

Overcome imbalance problems is still interesting topic 
which challenging attention in the community [1]. That is 
because many imbalanced learning need to tackle the 
presence of underrepresented data and severe class 
distribution skewed in the real word dataset [2]. Community 
detection [3], analyzing the cancer severity [4], software 
defect prediction [5], student failure detection [6], medical 
decision [7] are some samples of research in many real world 
imbalance data.  

Basic strategies to combat imbalance learning problems 
can be divided into data-level methods and algorithmic-level 
methods [8]. Oversampling, Undersampling and hybrid of 
both methods [9] are samples of data-level methods which 
concern to balance the class distribution by resampling 
techniques.  Algorithmic-level tries to adapt or design new 
classifiers directly considering the class imbalance such as 
AECID [10], Imbalanced Data Set CSVM Classification 
Method  [11], and etc. Most of researchers focus on data 
level solution because of the simplicity of the methods and 
the independence of classifiers [12]. 

Synthetic Minority Over-sampling Technique (SMOTE) 
is one of the well-known oversampling algorithms. SMOTE 

tries to add additional minority data with synthetic data 
generated by using interpolation methods [13]. Randshuff is 
one of SMOTE enhancement algorithms which focus on 
solving imbalance problems in the qualitative data domain 
[14]. Randshuff uses Interpolated Value Difference Metric 
(IVDM) for distance calculation and crossover with random 
shuffle techniques to generate synthetic value. Randshuff 
provides  competitive performance compared  to other "state 
of the art"  imbalance algorithms [14]. 

Oversampling methods only focus on minority data and 
neglect complexity distribution on majority data. Meanwhile, 
undersampling is an efficient method for classifying 
imbalance data by using a subset of the majority class [15]. 
Combining oversampling with undersampling methods led to 
the best results for smaller data while simple random 
oversampling was competitive to other methods for datasets 
containing a relatively high number of the minority examples 
[16]. So, in this study, the performance of Randshuff 
combine with several undersampling methods (Tomeks 
links, Edited Nearest neighbors, and Near Miss as informed 
undersampling and Random Undersampling as simple 
random sampling) will be evaluated on five qualitative 
datasets. 

The remainder of this paper is organized as follows: 
Section 2 explains  the  related work or literature about 
Randshuff, Tomeks links, Edited Nearest neighbors, Random 
Undersampling and Near Miss. Section 3 describes 
experimental setting. Section 4 shows  experimental results. 
Finally, section 5 provides conclusion.  

II. RELATED WORK 

A. Oversampling 

Oversampling is an method that increases the size of the 
minority class [17]. Some of oversampling methods such as 
SMOTE [13], ADASYN [18], SMOTE-Borderline [19], 
Randshuff [14] had been proposed to tackle imbalance 
problems. They make synthetic data to make a larger 
decision region. So overfitting condition caused by 
replicating only original minority data can be avoided. 

Randshuff is one of SMOTE enhancement which 
concentrates on qualitative imbalance data. IVDM was used 
in Randshuff to compute neighbors distance. IVDM for 
qualitative data can be obtained by using formula [20]: 
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For generating synthetic data, Randshuff uses cross over 
techniques which can be seen in Table 1. 

TABLE I.  CROSS OVER TECHNIQUES IN RANDSHUFF ALGORITHM 

Features 

Col 1 Col 2 Col 3 Label Notes 

10-19 left high minority original 

20-29 right medium minority original 

20-29 left medium minority synthetic 

 

RANDSHUFF algorithm requires 3 important 
parameters: the number of neighbors (k), the choice of 
neighborhoods (Who_NearestNeighbors) and is keeping 
correlated attribute (IKA). RANDSHUFF provides 
competitive performance compared to other "state of the art" 
imbalance algorithms [14]. 

B. Undersampling 

Undersampling is an method which create a subset of the 
original data-set by eliminating instances (usually majority 
class instances) [21]. Data to be eliminated can be selected in 
a random way or based on particular criteria such as, data 
which lying on the external regions of the input space [22]. 
Some undersampling methods such as Random 
undersampling [23], Tomek Links [24], Edited Nearest 
neighbors [25] and  Near Miss [26]. 

Random undersampling tries to remove majority data 
randomly. Tomek links is two nearest examples which have 
different labels. The majority data which identified as tomek 
links are removed. Edited Nearest neighbors are majority 
data or minority data (  ) which have different label against 
all three nearest neighbors. If (  ) belongs to majority class, 
then (  ) is removed, and if (  ) belongs to minority class, 
then three nearest neighbors of (  ) are removed. Near Miss 
method selects those majorities by using average distance to 
the three closest / farthest minority class based on near-miss 
version.  

 

Fig. 1. Illustrations of tomeks, edited nearest neighbors, etc. 

Figure 1 shows tomek links, edited nearest neighbors, near 

miss and random undersampling illustrations. Cross sign 

shows removed majority data.  

III. EXPERIMENTAL SETTING 

In this section, we discuss how to design experiments 
involve dataset description, parameter setting, testing 
scenario and assessment metric.  

A. Data Set Description 

Five qualitative datasets from keel data repository [27] 
which have different imbalance ratios ranging from 0.19 to 
0.35 were used to evaluate the performance of the 
undersampling method on Randshuff algorithm. A brief 
summary of these five datasets is provided in Table 2 (R/I/N 
means Real/Integer/Nominal). 

TABLE II.  DESCRIPTION OF THE DATASETS 

No 

Datasets 

Name 
Features 

(R/I/N) 

Imbalance 

Ratios 
Data Fold 

1 Zoo-3 0/0/16 19.2 101 5 

2 flare-F (0/0/11) 23.79 1066 10 

3 car-good (0/0/6) 24.04 1728 10 

4 car-vgood (0/0/6) 25.58 1728 10 

5 
kr-vs-k-
three_vs_elev

en 

(0/0/6) 35.23 2935 10 

 

B. Parameter Setting 

 We used k = 5 for number of neighbors parameter as 
a default value for Randshuff algorithm [14] and k-
NN classifier algorithm. 

 Who_NearestNeighbors was set to “Minor_Only” 
because it consistently shows better results  on Recall, 
Precision and F-Measure than 
“Average_on_MajorMinor” [14]. 

 Parameter “is keeping correlated attribute (IKA)” was 
set to False. 

 Balance ratio for oversampling with undersampling 
was set to 50 and 50. That means Randshuff 
oversampling will create 50% synthetic data from  
100% majority data and then random undersampling 
was set to removes 50% majority data randomly. 
Other undersampling methods: Tomeks links, Edited 
Nearest neighbors and Near Miss will remove 
majority data according to their algorithm criteria. 

 Balance ratio for oversampling without 
undersampling was set to 50:50. That means 
Randshuff oversampling will add minority data with 
synthetic data until the amount of original and 
synthetic data reach the same number to majority 
data. 

C. Testing Scenarios 

Figure 2 provides testing scenarios for this paper. Dataset 
is tested by two different scenarios: undersampling and 
without undersampling. Furthermore, oversampling by using 
Randshuff algorithm is conducted. Finally, balance dataset 
will be evaluated by using 5X 5/10 cross fold validation on 
j48 and Naïve Bayes. All classifiers are used in this paper is 
done by using weka [28]. 
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Fig. 2. Testing scenario. 

D. Assessment Metric 

For imbalanced datasets, the overall accuracy metric 
(TP+TN+FP+FN) can’t be used as a measure of evaluation  
models  in  Imbalance  problems. To assess the classifier 
performance, we need to count the number of TP, TN, FP, 
and FN which can be seen from confusion matrix on Table 
III. The Precision, Recall and F-Measure are appropriated 
parameter when we concern only to minority class [29]. 
Meanwhile, G-Mean and AUC are appropriated when we 
want to concern of both classes (majority and minority). 

TABLE III.  CONFUSION MATRIX 

Actual 
Predicted 

(+) (-) 

(+) TP  FN 

(-) FP TN 
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Where   data points will be iterated using variable   with 
true label = TP, and j runs over all n data points with true 

label = FN;   and    denote the probability score assigned by 

the classifier i-th and j-th data point respectively. 1 is the 
indicator function which gives outputs 1 if the condition is 
satisfied 

IV. EXPERIMENTAL RESULTS 

A. Without Undersampling 

Table IV and Table V show performance of Randshuff 
Algorithm on j48 and Naïve Bayes. Those performance 
values would be used as based line for sub section B (With 
Undersampling) performance. 

TABLE IV.  RANDSHUFF WITHOUT UNDERSAMPLING ON J48 

No 

j48 

Name Recall Precision F-M G-Mean AUC 

1 Zoo-3 0.6 0.37 0.43 0.58 0.78 

2 flare-F 0.62 0.17 0.25 0.69 0.74 

3 car-good 0.93 0.42 0.43 0.75 0.86 

4 car-vgood 0.99 0.60 0.69 0.96 0.97 

5 
kr-vs-k-
three_vs_elev

en 

1 0.78 0.83 0.99 0.99 

 

TABLE V.  RANDSHUFF WITHOUT UNDERSAMPLING ON NAÏVE BAYES 

No 

Naïve Bayes 

Name Recall Precision F-M G-Mean AUC 

1 Zoo-3 0.6 0.23 0.32 0.57 0.91 

2 flare-F 0.84 0.19 0.32 0.84 0.92 

3 car-good 1 0.71 0.74 0.95 0.97 

4 car-vgood 1 0.74 0.83 0.98 0.99 

5 

kr-vs-k-

three_vs_elev

en 

0.94 0.87 0.87 0.96 1 

 

B. With Undersampling 

Table VI shows performance of each under sampling 
methods on five different datasets. Grey color for ENN and 
tomek means that those methods didn’t work on particular 
data. All majority data in flare-F, car-vgood and kr-vs-k-
three_vs_eleven did not comply with ENN removing criteria 
and also for tomek link removing criteria in kr-vs-k-
three_vs_eleven.  

 

TABLE VI.  RANDSHUFF WITH UNDERSAMPLING ON J48 

Data Parameter 

j48 NaiveBayes 

RUS Tomek ENN NearMiss RUS Tomek ENN NearMiss 

 Zoo-3  

 Recall  0.80 0.60 0.60 0.80 0.88 0.60 0.60 0.80 

 Precision  0.11 0.37 0.37 0.05 0.11 0.18 0.21 0.05 

 F-M  0.20 0.43 0.43 0.09 0.20 0.27 0.31 0.09 

Dataset

With
Undersampling

Without 
Undersampling

Oversampling 
(Randshuff)

5 X 10 Cross Fold Validation
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 G-Mean  0.64 0.58 0.86 0.86 0.69 0.56 0.57 0.35 

 AUC  0.75 0.78 0.78 0.78 0.86 0.94 0.93 0.37 

 flare-F  

 Recall  0.82 0.63 
 

0.66 0.82 0.85 
 

0.85 

 Precision  0.20 0.17 
 

0.18 0.18 0.19 
 

0.20 

 F-M  0.31 0.27 
 

0.27 0.30 0.31 
 

0.31 

 G-Mean  0.82 0.73 
 

0.73 0.83 0.84 
 

0.84 

 AUC  0.85 0.78 
 

0.77 0.92 0.92 
 

0.92 

 car-good  

 Recall  0.91 0.95 0.94 0.95 1.00 1.00 1.00 1.00 

 Precision  0.61 0.53 0.42 0.42 0.70 0.70 0.70 0.70 

 F-M  0.67 0.54 0.44 0.44 0.75 0.74 0.74 0.74 

 G-Mean  0.89 0.81 0.76 0.76 0.95 0.95 0.95 0.95 

 AUC  0.93 0.88 0.87 0.88 0.98 0.97 0.97 0.97 

 car-vgood  

 Recall  1.00 0.99 
 

1.00 1.00 1.00 
 

1.00 

 Precision  0.66 0.60 
 

0.60 0.75 0.75 
 

0.75 

 F-M  0.74 0.69 
 

0.69 0.83 0.83 
 

0.83 

 G-Mean  0.97 0.96 
 

0.97 0.99 0.99 
 

0.99 

 AUC  0.98 0.97 
 

0.97 1.00 0.99 
 

0.99 

 kr-vs-k-

three_vs_eleven  

 Recall  0.96 
  

1.00 0.94 
  

0.94 

 Precision  0.74 
  

0.78 0.84 
  

0.87 

 F-M  0.79 
  

0.84 0.86 
  

0.87 

 G-Mean  0.97 
  

0.99 0.96 
  

0.96 

 AUC  0.99 
  

0.99 1.00 
  

1.00 

 

 

 

Fig. 3. Undersampling methods performance on five datasets using j48 classifier. 

2019 4th International Conference on Information Technology, Information Systems and Electrical Engineering 
(ICITISEE)

268Authorized licensed use limited to: University of Exeter. Downloaded on June 10,2020 at 02:52:58 UTC from IEEE Xplore.  Restrictions apply. 



 

Fig. 4. Undersampling methods performance on five dataset using Naïve Bayes classifier. 

 

Figure 3 shows the average values of five datasets 
performance for each undersampling methods by using j48 
classifier. RUS in Randshuff gives better performance on 
average recall, f-measure, g-mean and auc values than 
Randshuff without undersampling for j48 and only gives 
better performance on average recall and g-mean for Naïve 
Bayes. Meanwhile, better performance also achieved by 
Near Miss for average recall, average g-mean and average 
auc. 

Figure 4 shows the average values of five datasets 
performance for each undersampling methods by using 
Naïve Bayes classifier. The performance of undersampling 
methods by using Naïve Bayes classifier was decreased. 
Only RUS and Near miss achieved better performance on 
average recall and g-mean.  

ENN shows the worst performance on average f-
measure, average precision and average recall for j48 
classifier. Near miss shows the worst performance on 
average auc. 

V. CONCLUSION 

Some undersampling methods combined with Randshuff 
algorithm may increase the performance on recall, f-measure 
and g-mean. RUS, near miss and ENN combined with 
Randshuff  algorithm gives better performance than tomek 
link. All undersampling methods gives worse effect on 
precision performance. 
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